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1 Part 1

1.1 Part 1A

For Task 1a, we used QuTiP to create the Wigner functions and matplotlib to
visualize them. Pictured here are the Fock states |0⟩ , |1⟩ and |2⟩, the coherent

state |α⟩ with α = 2, and the cat states |α⟩+|−α⟩√
2

and |α⟩−|−α⟩√
2

. We also sim-

ulated the 3-cat state and dissipative cat state, pictures of which are available
on the GitHub.

1.2 Part 1B

For Task 1b, we used the given least-sqauares approach to reconstruct the states
from the Wigner functions. Our sampling algorithm detected the notable con-
tours of the given Wigner function and sampled more heavily in regions where
the Wigner function is far from zero.
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We then placed our sample points uniformly in both regions, with in total
around 40 percent of the points concentrated inside the contour. Then, once
we had our sample points, we could find the least squares fit given in the prob-
lem statement. We used SCS (the Splitting Cone Solver) to solve the convex
optimization problem and find the optimal fit.
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We did consider other reconstruction options. For example, we could use a
Bayesian framework to quantify which density matrix is most likely to reproduce
the observed measurements. With a uniform prior (using a uniform measure on
all density matrices), we have for any given density matrix ρ that

P (ρ|w1, . . . , wN ) ∝
N∏
i=1

P (wi|ρ)

In particular, the posterior mode is exactly the maximum likelihood estimator,
another possible reconstruction option. Assuming the measurements have a
Gaussian error such that

Wρ(ak)− wk ∼ N(0, σ2)

(which may or may not be accurate, it serves only as a calculation tool), we can
compute this MLE to be

argmax
ρ

e−
1

2σ2

∑
i(Wρ(ai)−wi)

2

which means that ρ is exactly the established least squares minimizer. Since
this is independent of σ, we can take the σ → 0 limit and recover the original
case.

1.3 Part 1C

We first added Gaussian noise to our simulated Wigner functions and plotted
the fidelity against the standard deviation of the noise. It is evident that noise
quickly degrades the fidelity.
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Figure 1: Fidelity vs. noise for a simulated coherent state

Then, we tested it on the real data. Observe that even on real Wigner
functions the noiseless functions have a high fidelity, indicating that the least
squares fit does indeed reproduce real-world states from Wigner functions.

Figure 2: Real Fock (left) and cat (right) states
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2 Part 2

2.1 Part 2A

Figure 3: Wigner functions corrected for affine noise with Gaussian filtering.

Correcting affine transformations was straightforward via subtracting the av-
erage value of points along the edges of the phase space and normalizing the
wavefunction. We applied Gaussian filtering with a heuristic of σ = 3, which was
highly effective in correcting for everything except some shot noise (as shown in
Figure 3). Our fidelity measurements will be included later.
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Figure 4: a) Top: representation of how U-Net works through multiple layers of
”downsampling” and ”upsampling”. b) Bottom: our AI’s denoising performance
on a sample image in the test set.

2.2 Part 2B

To account for other types of noise, we generated a data set of roughly 3000
images. We analyzed 5 types of noise: Gaussian noise, Poisson noise, salt and
pepper noise, speckle noise, and spatially-correlated noise (i.e. a moving average
of Gaussian noise). For every combination of these types of noise, we generated
100 samples of random Wigner functions with this noise.

We used the convolutional neural network U-Net as our learning method. U-
Net is a convolutional neural network designed for image segmentation with an
encoder-decoder structure. The encoder path captures context through repeated
convolution layers (”downsampling”), progressively reducing spatial dimensions
while increasing feature depth. The decoder path compresses or ”upsamples”
the feature maps to recover spatial resolution, combining them with correspond-
ing high-resolution features from the encoder. This procedure, shown in Figure
4(a) makes U-Net highly effective for image segmentation even with limited
data.

Our results for U-Net are demonstrated in Figure 4(b). We were able to
successfully remove very large amounts of noise and reconstruct a relatively
noise-less image. Our fidelity and loss measurements will be included later.
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2.3 Part 2C

To improve performance (besides our original approach of sampling points within
smaller, high-density regions), our team decided to use multithreading. How-
ever, the algorithm utilized in Part 1B is incompatible with multithreading. As
a result, we used the CBC solver (instead of the SCS solver) for convex optimiza-
tion. After some internal testing, we determined that 8 threads was best for our
use case. We observed a 30x speedup across our reconstruction. We believe that
a combination of the multithreading in addition to improvements of the CBC
solver upon the SCS solver contributed to this improvement in performance.
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